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ABSTRACT

Software-Defined Networking (SDN) represents a major shift from
ossified hardware-based networks to programmable software-based
networks. It introduces significant granularity, visibility, and flex-
ibility into networking, but at the same time brings new security
challenges. Although the research community is making progress
in addressing both the opportunities in SDN and the accompany-
ing security challenges, very few educational materials have been
designed to incorporate the latest research results and engage stu-
dents in learning about SDN security. In this paper, we presents our
newly designed SDN security education materials, which can be
used to meet the ever-increasing demand for high quality cyberse-
curity professionals with expertise in SDN security. The designed
security education materials incorporate the latest research results
in SDN security and are integrated into CloudLab, an open cloud
platform, for effective hands-on learning. Through a user study,
we demonstrate that students have a better understanding of SDN
security after participating in these well-designed CloudLab-based
security labs, and they also acquired strong research interests in
SDN security.
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1 INTRODUCTION

Software-Defined Networking (SDN) has progressed from a purely
theoretical concept [10, 11, 13, 18] to an increasingly popular new
paradigm that numerous networking vendors are not only em-
bracing, but also are pursuing as their model for future enterprise
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network management. According to a recent report from Google,
SDN-based network management helped Google run wide-area
networks at close to 100% utilization compared to other state-of-
the-art network environments that yielded only 30% to 40% network
utilization [16].

Along with the rapid growth of SDN, there are many new se-
curity issues in SDN that are different from traditional network
security problems [7, 9, 12, 14, 15, 17, 19, 26, 27]. It is imperative
that research results on SDN should be brought into cybersecu-
rity education with effective delivery approaches to prepare our
students, as the future workforce and pillars of the nation, with
security awareness and readiness sufficient to protect the emerging
SDN-based network infrastructure. However, there are few hands-
on lab materials to address SDN security issues. A traditional lab
setting with multiple interconnected physical computers for cy-
bersecurity training presents problems both in terms of associated
overhead costs and in terms of setup, configuration, installation,
and scheduling and management of equipment [22]. Usually, the
SDN learning environment is also limited to simulation-based exer-
cises. Furthermore, commercial cloud platforms like Amazon Web
Service (AWS) are unflexible and expensive to use, and have restric-
tions on conducting some security labs [22]. In addition, no existing
commercial cloud platforms can directly provide SDN features that
are critical for implementing SDN security labs.

This paper presents our initial progress to develop Cloud-based
SDN security labs. We develop an open laboratory for SDN security
education, leveraging unique features provided by CloudLab [1],
an open cloud platform. CloudLab is specially built for research
and education purposes and hence it is completely free to use. In
addition, CloudLab supports OpenFlow [18] and other software-
defined networking technologies that are particularly important
for building SDN security labs. It engages students in SDN security
education through hands-on lab development. Our designed labs
cover various security issues, such as denial-of-service (DoS) attacks
and application attacks, from the data plane to the control plane
in SDN. We also introduce pilot labs related to two main security
problems in SDN and students participate in survey after finishing
the labs. Our survey results show that the designed labs provide
students with a positive learning experience in SDN security.

The rest of this paper is organized as follows. Section 2 introduces
CloudLab. Section 3 presents various SDN security labs, and also
gives example lab modules. Section 4 discusses student experiences
in the proposed SDN security labs in CloudLab. Section 5 reviews
related work and lastly Section 6 concludes this paper.
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2 CLOUDLAB FOR SDN SECURITY
EDUCATION

SDN as an new emerging network technology has raised a lot of new
research problems, especially in security areas. Even though SDN
has rapidly adopted in both industry and academia with significant
research outcomes, there are very few education materials from the
latest research results in order to effectively teach students in SDN
security. Therefore, we aim to build a cloud-based open laboratory
for hands-on labs in SDN security.

Several studies [22, 29, 31] have demonstrated the use of cloud
computing as an effective delivery approach for cybersecurity edu-
cation; unfortunately their emphasis involves leveraging commer-
cial cloud platforms, such as Amazon Web Services (AWS), which
are expensive to use and have restrictions on conducting some
security labs [22]. More importantly, no existing commercial cloud
platforms can directly provide SDN features that are critical for
conducting our hands-on labs on SDN security.

CloudLab is an NSF-sponsored project that enables the academic
research community to develop and experiment with novel cloud
architectures and to develop new cloud computing applications.
CloudLab provides the substrate on which instructors can build
their own flexible cloud environment that will give them both
control and visibility all the way down to the hardware.

CloudLab has some specific advantages for building an open
laboratory for SDN security education. First, unlike the creation of
security exercises using the commercial cloud, which is quite costly,
CloudLab was designed for educational purposes, which means that
it is free of charge. Second, CloudLab supports OpenFlow (an open
SDN standard through which instructors may run experimental
protocols on campus networks) and other SDN technologies. This
is significant requirements for SDN security education. In the case
of exclusive-access bare metal switches, users will get direct and
complete OpenFlow access to switches to many SDN security ex-
periments. Third, CloudLab uses a profile to encapsulate everything
needed to run an experiment. The profile consists of two main parts:
a description of hardware, storage, and network resources needed
to run the experiment, and software artifacts that run on those
resources. A profile can be created and published by an instruc-
tor. Students use the profile to provision an entire cloud inside of
CloudLab within minutes, which greatly reduces the set-up time for
experiments, making it easier to repeat them and compare results.
Last, existing research [22] has confirmed that unlike CloudLab, the
Amazon AWS cloud or other commercial cloud alternatives may
be unsuitable for many cybersecurity labs, such network security
exercises involving eavesdropping and Man-In-The-Middle (MITM)
attacks.

We leverage the unique benefits provided by CloudLab to build an
open laboratory specifically for the SDN security education purpose.
Using the CloudLab-based open laboratory, an instructor designs
and publishes an experiment simply by creating a profile and dis-
tributing it to the students. There are two ways to create a profile: 1)
cloning an existing profile, which is useful if the instructor wants to
design an experiment using a previous record, and 2) writing a new
profile in RSpec format [2]. CloudLab provides two methods [3]
to easily generate valid profiles in RSpec format. The graphical
user interface (GUI) method is straightforward, based on Jacks,
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an embeddable RSpec editor. The programming language binding
method is useful when the user wants to create large, complicated
profiles in the RSpec format by writing programs in an existing,
popular language (like Python). Geni-lib [4] is being evaluated for
this purpose.

3 DESIGN OF SDN SECURITY LABS

3.1 Lab Module Overview

The SDN security labs designed with the support of CloudLab con-
sist of five lab modules to learn five important security problems in
SDN. Each module has a problem definition to address a specific
security issue in SDN, a learning objective and outcome to eval-
uate student achievement, and research challenging questions to
encourage students to participate in research in the specific SDN
security issues.

3.1.1 Lab 1: Data-to-control Plane Saturation Attacks to the SDN
Controller
. Problem Definition: Data-to-control plane saturation attacks present
the biggest security threat to the SDN controller because the con-
troller is a logically centralized framework [24, 33, 34]. The lack of
scalability can cause control plane saturation attacks by inundating
communication between the controller and the switch. When a
table-miss flow entry occurs in an OpenFlow switch, the packet
is forwarded to the OpenFlow controller. The controller responds
with one or more flow rules for packet processing actions. Such
design in SDN becomes a scaling bottleneck since anomalous burst
traffic, such as flash crowds, denial-of-service attacks, and even
botnets, quickly saturate the control plane with new flow requests.
An adversary could exploit the feature by mounting a control plane
saturation attack that disrupts network operations in SDN.

Learning Objectives: Students will learn the communication logic

between the controller and the data plane as to connection estab-
lishment and flow rule installation.

Learning Outcomes: Students will be able to understand funda-
mental security issues in the controller. They can generate TCP-
based flood attacks on the controller, and analyze flow rules and
response delays under attack.

Challenging Questions: Students will brainstorm how to increase

scalability and resilience in the controller. Students will discuss pros
and cons of using multiple controllers to prevent or defeat satura-
tion attacks [33].

3.1.2 Lab 2: Flooding Attacks to the SDN Data Plane

. Problem Definition: An attacker can produce a large amount of
table-miss flow entries in messages to consume resources in the
data plane [28, 34]. The impact of this data-to-control plane satu-
ration attack differs for various target applications. For example,
a load balancing application is more vulnerable than a hub appli-
cation since it requires high programming complexity to handle
complicated computations for load balancing. The controller in-
stalls flow rules in the switch flow table. The flow rules can be
installed proactively or retroactively. Since the switch has a limited
number of flow tables, the data plane is vulnerable to saturation
attacks.



Paper Session: Cybersecurity #2

Learning Objectives: Students will learn different attack tech-

niques to saturate data plane resources and understand the differ-
ent characteristics of SDN applications that can affect flow rules
proactively or reactively. Students will be able to understand the
internal architecture of the data plane.

Learning Outcomes: Students understand the packet processing

policies for different types of SDN applications. They can generate
UDP or ICMP based flood attacks to launch saturation attacks in
the data plane [28]. They can identify table-miss cases.

Challenging Questions: Students will brainstorm ways to keep
the major functionalities of the SDN infrastructure working under
a saturation attack in the data plane.

3.1.3 Lab 3: APl Misuse Attacks to the SDN Controller
. Problem Definition: Networking functionalities can be implemented
in software as applications on top of the control plane in SDN. Each
application has its own distinct functional requirements for access-
ing the controller. Fallacious network applications that misuse APIs
in the controller can cause serious security threats to network re-
sources, services, and functions through the control plane due to
lack of authentication and authorization for applications and lack
of standard open APIs [20]. Students will explore how these unpriv-
ileged applications can crash the controller and launch memory
leakage attacks [25].

Learning Objectives: Students will learn the internal structure

of the controller and understand how applications can misuse APIs
to cause attacks.
Learning Outcomes: Students can implement SDN applications

and understand the architecture for interaction between applica-

tions and controller APIs. Students will be able to identify additional

software vulnerabilities by investigating the internal code space.
Challenging Questions: Students will brainstorm security re-

quirements for SDN applications. Different applications must have
different privileges to access network information and resources.
For example, a load balancing application needs network statistics
while Intrusion Detection Systems (IDS) need to scrutinize packet
header fields.

3.1.4 Lab 4: Man-in-the-middle Attacks in the SDN Data Plane
. Problem Definition: OpenFlow vulnerability is caused by insecure
network management protocols where the adoption of transport
layer security has lagged. Even though OpenFlow specifications
support the use of Transport Layer Security (TLS), many vendors
of both switches and controllers have failed to fully implement the
specifications due to the complexity of TLS configuration, such
as switch certificates, signing of certificates with a site-wide pri-
vate key, and installing correct keys and certificates on all devices.
The lack of adequate TLS implementation enables adversaries to
infiltrate OpenFlow networks through a man-in-the-middle attack
[6, 8]. Attackers place a device on a communication path between
the switch and the controller, or simply copy the flow to his/her
machine. As a result, attackers can fully control any down-stream
switches and execute stealthy eavesdropping attacks in-band (i.e.,
links carry both data and OpenFlow traffic).

Learning Objectives: By using security protocols in the transport

layer, student will learn how to establish a secure communication

187

SIGCSE’18, February 21-24, 2018, Baltimore, MD, USA

between the controller and switch. Students will understand Open-
Flow protocol vulnerability.

Learning Outcomes: Students will be able to launch the man-in-
the-middle attack in SDN and understand how attackers can steal
information. They will learn security protocols like TLS, IPSec, and
SSH and their usage between the controller and the switches. They
will learn authentication methods needed for all devices connected
to the controller or switches to ensure secure communication.

Challenging Questions: Students will brainstorm efficient au-

thentication methods based on existing SDN features to reduce
communication costs.

3.1.5 Lab 5: Topology Poisoning Attacks to the SDN Controller
. Problem Definition: The controller has a vast amount of important
data, such as topological information, device information, and link
information, all of which can be compromised by attackers. To
accomplish this, attackers exploit the host tracking service in the
controller. They can tamper with host location information to break
through the controller and impersonate the target host. In that case,
all traffic on the target host will be routed to the attacker’s host.
TopoGuard [14] was the first to demonstrate network poisoning
attacks designed to compromise the network topology information
based on the LLDP (Link Layer Discovery Protocol) protocol. It is
but one example of many possible network poisoning attacks in
SDN.

Learning Objectives: Students will learn link discovery methods

to discover network topology. They will be able to identify impor-

tant data structures in the controller, such as the topology. They can

understand new attacks that compromise the controller database.
Learning Outcomes: Students will be able to generate a host lo-

cation hijacking attacks by using the LLDP protocol. They can
understand the procedure for maintaining network topology infor-
mation in SDN. They can develop other exploits to poison other
information in SDN.

Challenging Questions: Students will brainstorm a method to

verify switch port properties by using model checking or symbolic
execution to defend against the topology poisoning attack.

Table 1 summarizes the five security labs in SDN. The prerequi-
site for these labs is basic knowledge related to traditional networks
and security. Without the prerequisite, it may be difficult to under-
stand the difference between traditional network security problems
and new SDN security problems. The table identifies learning out-
comes, the concrete results that students will be able to accomplish
after finishing each lab. After finishing all of the labs, students will
understand new security issues with overall SDN knowledge.

Table 1: Five Lab Modules for SDN Security in CloudLab

[ Lab Num. [ Pre-requisite Knowledge [ Learning outcomes in a new SDN Security ]
Lab 1 Flooding attacks Communication logic in the controller
Connection establishment
Flow rule installation
Lab 2 Flooding attacks Flow table management in the data plane
Lab 3 Malicious applications Core APIs in the controller
Software vulnerability System architecture for SDN controller
Lab 4 MITM attack OpenFlow protocol vulnerability
Security protocols like SSH | Authentication in SDN
Lab 5 LLDP Link discovery in SDN
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Figure 1: Network Topology Generated in CloudLab-based
Laboratory

3.2 Example Lab Modules

In this section, we demonstrates two pilot lab modules for teaching
students in SDN security by using CloudLab. Each lab consists of
three steps: a brief introduction to CloudLab; a detailed explanation
of each security problem; and the steps to launch an attack in
CloudLab. The introduction to CloudLab is shared by all labs to
ensure that students are familiar with the CloudLab environment.
However, each lab will have different problem statements and steps
to execute corresponding attack.

We next illustrate how to set up our CloudLab-based open labo-
ratory. First, the instructor creates a profile describing the resources
required for the experiment. Each experiment requires at least two
OpenFlow switches and one other node (Relay-Node). The net-
work topology is shown in Figure 1. On the left, the properties
of the selected entity are listed, in this case the switch, Switch1.
The instructor can check the Enable Open-flow option and assign a
valid OpenFlow controller (tcp:155.98.38.130:6653, not shown in this
topology), which will convert Switch1 to an OpenFlow switch. On
the right, the GUI visualizes the current network topology, which
is helpful to the instructor when the network topology becomes
quite complicated. Once the design is accepted, a profile will au-
tomatically be generated. The instructor can then distribute this
profile by providing the students with a link to it. The shared link
is always to the latest version of this profile, so the instructor need
not republish every time a profile is updated. Note that each profile
for each lab will be somewhat different depending on attack scenar-
ios. Students can easily copy and paste the shared link into a web
browser address bar to instantiate an experiment. The procedure of
instantiation is as simple as clicking the “next” button, prompting
CloudLab to automatically perform the set up. Once the experiment
is successfully set up, the instructor is able to see an entry for this
experiment under the instructor’s account. The instructor can then
log in to any of the assets with root privileges if she/he wants to
troubleshoot, monitor the experiment’s procedure, or assess the
experiment.

The SDN security problem for each lab was discussed in the pre-
vious section. Based on that information, students can understand
the scope of each lab problem. Next, we use the Lab 2 and the Lab
4 as examples to articulate the detail of our lab design.

The Lab 2 addresses flooding attacks to the SDN data plane.
This lab aims to design a new type of DoS attack in the SDN data
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Topology View

rohitk@@host-1:~$ sudo ovs-ofctl dump-flows s1 -0 OpenFlowl3
OFPST_FLOW reply (OF1.3) (xid=x2):

cookTe=0x0, duration=1845.563s, table=6, n_packets=2008114, n_bytes=
348772088, priority= actions=CONTROLLER:65535

rohitke@host-1:~$ sudo ovs-ofctl dump-flows s1 -0 OpenFlowl3
OFPST_FLOW reply (OF1.3) (xid=0x2):

cookie=0x0, duration=1850.047s, table=6, n_packets=2008114, n_bytes=
348772088, priority=0 actions=CONTROLLER:65535

rohitke@host-1:~$ sudo ovs-ofctl dump-flows s1 -0 OpenFlowl3
OFPST_FLOW reply (OF1.3) (xid=0x2):

CcookTe=0x20056733000000, duration=3.604s, table=e, n_packets=e, n_by
tes=, idle_timeout=5, priority=1,arp,in_port=2,d1_src=fa:39:al:e2ica
:76,d1_dst=6a:44:06:80:b1:35 actions=output:1

ListView Manifest Graphs Host-1* Host-1” Host-1

cookie=0x20056134000000, duration=3.604s, table=e, n_packets=@, n_by
tes=0, idle_timeout=5, priority=1,arp,in_port=1,d1_src=6a:44:06:80:b1
:35,d1_dst=fa:39:al:e2:ca:76 actions=output:2
Cookie=0x20056731000000, duration=8.608s, table=®, n_packets=8, n_by
tes=784, idle_timeout=5, priority=1,ip,in_port=1,dl_src=6a:44:06:88:b
1:35,d1_dst= £3:39:al:e2¢cai76,nW_src=10.0.0.1,nw_dst=10.0.6.2 actions
=output:2

Figure 2: A Screenshot after DoS Attacks in the SDN Data
Plane
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Figure 3: Network Topology Generated in CloudLab-based
Laboratory for MITM Attack Lab.

plane. As mentioned before, the lab includes major components: an
introduction to CloudLab; a detailed explanation of flooding attacks
in the data plane; and launching a flooding attack in CloudLab. In
this lab, students first create nodes shown in Figure 1 with pre-
defined profiles for CloudLab. Second, students generate a number
of Ping packets moving from one node to the other nodes and
check the flow entries in the flow tables in the data plane. Flow
rules are installed up to the maximum number of available flow
entries. The large number of Ping packets results in the maximum
being reached very quickly so that new flow rules overflow the
flow entries in the data plane. Therefore, they cannot be installed
and are dropped. Figure 2 shows the result of DoS attacks in the
data plane. When the flow table on a switch is full, upon receiving
an instruction to install a flow rule, the switch detects that there is
no more space in the flow table. As the switch cannot install this
rule, it sends an OFPT_ERROR message to the controller with the
error code OFPFMFC_TABLE_FULL. It then drops this packet. The
switch cannot forward buffered packets until there is space in the
flow table to install new flow rules.

In the Lab 4, a man-in-the-middle (MITM) attack in the SDN data
plane is addressed. Students are able to launch an MITM attack in an
SDN network and understand how attackers can steal information
by using TLS, IPSec, and SSH protocols. The topology of the lab
design has two hosts and seven switches, as shown in Figure 3.
Due to space limitations, we will not explain the profile used to
create the topology, but it will be shared with students in the lab.
Students will set up the routing path from Host 1 to Host 2, for
example with Switch 3, Switch 4, Switch 5, Switch 6, and Switch
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jinrui — ssh -p 22 Jinrui@c220g1-030604 wisc.cloudiab.us — Solarized Dark ansi — 86x31
i ssn-p224i jab. ssh-p 22 Jic.cloudiab,

t1 dump-flows switch4

(a) No Traffic on Switch 4

sh -p 22 Jinrui@c22091-030618 wisc.cloudiab.us
jao. n-p 22, ias.

Jinrui@relay-n; s
Jinrui@relay-nod udo tcpdump -i ovs-lan -nq

tcpdump: verbose output suppressed, use -v or -vv for full protocol decode

listening on ovs-lan, link-type EN1OMB (Ethernet), capture size 262144 bytes
15:49:16.948898 IP 10.130.127.3 > 10.130.127.2:
length 64

15:49:16.948972 IP 10.130.127.2 > 10.130.127.3:
ngth 64

15:49:17.948901 IP 10.130.127.3 > 10.130.127.2:
length 64

15:49:17.948992 IP 10.130.127.2 > 10.130.127.3:
ngth 64

15:49:18.948884 IP 10.130.127.3 > 10.130.127.2:
length 64

15:49:18.948978 IP 10.130.127.2 > 10.130.127.3:
ngth 64

15:49:19.948925 IP 10.130.127.3 > 10.130.127.2:
length 64

15:49:19.949017 TP 10.130.127.2 > 10.130.127.3:
ngth 64

ICMP echo request, id 16733, seq 581
ICMP echo reply, id 16733, seq 581, le
ICMP echo request, id 16733, seq 582
ICMP echo reply, id 16733, seq 582, le
ICMP echo request, id 16733, seq 583
ICMP echo reply, id 16733, seq 583, le
ICMP echo request, id 16733, seq 584

ICMP echo reply, id 16733, seq 584, le

(b) Sniffed Traffic on Relay Node

Figure 4: Screenshots after MITM Attack

7 by installing flow rules in these OpenFlow-enabled switches, as
shown in Figure 3. By using TCPdump, students can easily check
the traffic passing through the designated path from Host 1 to Host
2. An attacker can cause the relay node shown in Figure 3 between
Switch 1 and Switch 2 to forge a virtual link in the relay node by
using the following commands:

e ovs-vsctl add-br ovs-lan

o ovs-vsctl add-port ovs-lan eth0

e ovs-vsctl add-port ovs-lan ethl

e ifconfig eth0 0

o ifconfig eth1 0

e ifconfig ovs-lan 10.130.127.1 netmask 255.255.255.0 up
e ovs-vsctl set-controller ovs-lan tcp:128.104.222.42:6653

An SDN-enabled virtual switch is created in the relay node ma-
chine and it is connected to the SDN controller. Because the SDN
controller does not authenticate the SDN virtual switch, the switch
can easily be registered in the SDN controller with the relay-node
MAC address. Finally, the attacker captures all of the traffic between
Host 1 and Host 2 through the relay node even though the hosts
are able to ping each other. As shown in Figure 4, the traffic does
not pass through the original path from Switch 3 to Switch 7. The
traffic can only be captured between Switch 1 and Switch 2 through
the relay node.

4 USER STUDY FOR SDN SECURITY LABS IN
CLOUDLAB

We performed a user study with the sample labs described in Sec-
tion 3.2. We recruited 35 students who have taken an SDN security
course, which is an elective course to cover the fundamental tech-
niques related to SDN. Thus, the 35 students are familiar with the
SDN technique. In addition, the 35 students understood basic secu-
rity concepts and general attacks, such as DoS attack and MITM
attack, in networks. However, it was their first time to use Cloud-
Lab to study SDN security. The students conducted the sample lab
modules and participated in a survey to evaluate the effectiveness
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Figure 5: Survey Results. X-axis represents each question. Y-
axis indicates the percentage for each answer.

Disagree ™ Strongly Disagree

Percentage (%)
2 8 &

of the designed labs. The survey asks students the following six
questions:

e Q1: The lab helps students understand SDN security issues.

e Q2: The lab provides good hands-on skills to understand
SDN security issues.

e Q3: The lab material is well-designed and easy to practice.

e Q4: The lab encourages students to be interested in SDN
security issues.

e Q5: CloudLab helps students to understand a practical SDN
environment.

e Q6: The lab makes student understand the difference be-
tween traditional network security issues and SDN specific
security issues.

Figure 5 shows the results of this survey. More than 90% of stu-
dents gave positive feedback on all evaluation questions except for
the survey statements Q3 and Q6. Around 90% of students can un-
derstand SDN security issues even though none of the participating
students has prior experience in SDN security issues. Therefore,
around 90% of the students agreed that the designed lab in CloudLab
would be an effective platform to understand real SDN security is-
sues through hands-on experience. Furthermore, around 92% of the
students showed research interests in SDN security after finishing
the sample labs.

Even though they enjoyed the labs, some students gave negative
feedback about the lab set-up and procedure. For the third survey
statement (Q3), only around 35% of students can easily follow the
instructions to finish the two labs. The rest of them showed a little
difficulty to perform attacks in the CloudLab-based SDN environ-
ment. The reason is that it is the first time for all of them to use
CloudLab and study the specific SDN security problems. They sug-
gested putting video clips for demos since they lacked the security
background to clearly understand the lab materials in SDN security.
For this reason, around 57% of students gave a neutral response
to the third survey statement (Q3). However, the survey showed
that CloudLab is an effective platform to learn security issues. All
students could finish one lab in less than five hours.

To summarize, our SDN security labs designed based on Cloud-
Lab results in positive feedback from students. The labs can provide
a strong motivation for students to learn SDN security knowledge.
The labs can also improve student learning skills based on Cloud-
Lab.

5 RELATED WORK

Many recent efforts have been devoted to addressing various secu-
rity challenges in SDN, such as scanning attack prevention [15, 19],
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DDosS attack detection [9], and topology poisoning attack preven-
tion [12, 14]. Cloud-based education has become a promising trend
for teaching cybersecurity [5, 21, 23, 30, 32]. Previous work has pro-
posed hands-on cybersecurity assignments based on cloud services
for cybersecurity education [5, 21, 23]. In [32], the authors focused
on using the EDURange framework, a cloud-based resource for
hosting on-demand interactive cybersecurity scenarios. In [32], the
researchers introduced an assessment of student performance after
they performed a network reconnaissance exercise. They explored
the use of command line history and visualization to simplify the
assessment of student performance [30]. However, none of the pre-
vious work on Cloud-based security have designed SDN security
labs, despite the prevalence of SDN in networks today. This work
is the first to structure hands-on security labs for SDN security
education with the open cloud platform, CloudLab.

6 CONCLUSION

Cybersecurity education is critical for the development of future
cybersecurity professionals, and for protecting IT assets. The advent
of new network technology, SDN, has resulted in a high degree of
flexibility in network infrastructure, but at the same time brought
new security challenges. We have designed CloudLab-based SDN
security labs to help students understand specific security issues in
SDN and to encourage them in doing SDN security research. Our
user study shows that students were satisfied with our designed
SDN security labs in terms of high usability, effective cost, and
hands-on experience.
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